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Run MQ, exactly how and where you need it
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IBM MQ

2014 2015 2016 2017
|\/|Q V8.0.0 MQ Vv8.0.0.2 MQ v8.0.0.3 MQ Vv8.0.0.4 |\/|Q V9.0.0 MQ V9.0.1 MQV9.0.2 MQ\
IBM MQ Appliance IBM MQ Appliance
M2000 M2001

IBM MQ has been regularly delivering new function release on release
Through releases
New platforms and environments

2016 was t he cotinagus debvery micdd s



End of Service for the old versions

2009 2010 2011 2012
#
MQ V7.0.1 MQ V7.1 MQ V7.5
MQ AMQ V7.0.1 MQ FTE V7.0.4

MQ HVE V7.0.1

WebSphere MQ 7.1 WebSphere MQ 7.5
End of Service (Distributed) will be April 2017 End of Service (Distributed) will be April 2018
End of Service (z/OS VUE) will be

September 2017 | MQ FTE V7.0.x, MQ AMS 7.0.x & MQ HVE 7.0.1
End of Service (z/OS) will be November 2017 EOS will be September 2017




Continuous Delivery




Previously: Service and continuous delivery combined

7.5.0.1 7.5.0.2 7.5.0.3 7.5.04 7.5.0.5 7.5.0.6 éé

e

Fixes

Self contained new function (V8)

Significant new
features added at
GA of each release.

8.0.0.1 8.0.0.2 8.0.0.3 8§.0.0. 4

Q&A: http://iom.biz/MQ_V9 FAQ



Today: Service and continuous delivery separated

9.0.0.1 9.0.0.2

Incremental new function.

New delivery every few months.
Supported for duration of LTS.

No fixpacks.

Fixes delivered on latest mods only.
Only available on Linux, Windows,
z/OS and MQ Appliance

Q&A: http://iom.biz/MQ_V9 FAQ

9.0.0.3 9.0.0.4 9.0.0.5 9.0.0.6

Version 9 LTS, MQ long term support

éé

Fixes only.

No mid-service function.
Same 5+3 service lifetime.
LTS releases every couple
of years containing

aroll up of CD function.




IBM MQ V9 LTS
June 2016




IBM MQ V9 LTS

Made available June 2016 for Distributed and
z/OS platforms

Primary objective for MQ V9 was as the basis for
the new long term support (LTS) and continuous
delivery (CD) model

Rolls up all post-V8 features into a GA version

Pl us further capabilitieseée



Advanced Message Security
high performance policy

New quality of service for AMS

We already had Integrity AMS Performance
This proves authenticity through digital signing
And privacy
This adds encryption to the digital signing o
©
3
We 0 v e &anddedtiality to provide 9
encryption without the digital signing o
Significant performance gains over Integrity =
and Privacy [=
Especially with key reuse -
Only receiveros certs requirtr di stribution to
applicat EEC S
pplications & @ P
F & &
N\ o
A
. oy O o~
Available for Distributed and z/OS O

m 5000 puts = 5000 gets



Central provisioning of CCDT

Client Channel Definition Table is a method to configure
MQ client connectivity

Holds all the information needed for a client to connect to
any queue manager it may need

When queue managers or their channel configuration
changes new CCDTs are required

Usually necessary to push the CCDT out to each client
machine from a central point

Java and .Net clients have already been able to refer to
CCDT via URI

Now also available for C clients to simplify provisioning

Automatically retrieved from http or ftp address
export MQCCDTURL=http://ccdt.example.com/ccdt/MyApp.ccdt

MQI App

MQCONN(QMGR?2)
é




System topics on distributed queue managers

Distributed queue manager information is published to a
range of system topic strings

$SYS/ MQ/ | NFO/ QMGR/ é .

. . . . . SYSTEM.BASE.TOPIC
Authorised subscriptions receive their own stream of 6 0

publications based on the
topic string . \
Administrative subscriptions

E.g. For information to be continually sent to defined queues / \ \ \

Application subscriptions user space —s
E.g. To dynamically listen to information as required / \

<« MQOs spasxe

SYSTEM.ADMIN.TOPIC
6SYS/ MQ6

Unlocks system level information for MQ administrators
and DevOps teams

Administrators can grant access to subsets of the data,
pertinent to different application teams



Application Activity Trace

Application activity trace enabled through
subscriptions rather than queue manager
configuration

Subscribe to meta topics

Eg.$SYS/ MQ/ I NFO/ QMGR/ QMGR 1 $ amgsact
ActivityTrace/AppIName/amqsput

Filter by application name, channel or MonitoringType

e

connection id

QueueManager :

ApplicationName

e

$ amgsput QUEUE1l QMGR1

Sample AMQSPUTO start

target queue is Q1

Hello

World

Sample AMQSPUTO end

$

-m QMGR1-a amqgsput -w 60
Subscribing to the activity trace topic:
'$SYS/MQ/INFO/QMGR/QMGR1/ActivityTrace

: MQI Activity Trace

6 QMGR1"
' amgsput '
Application Type: MQAT_UNIX

/ AppIName/ amqsput '

When a subscription is created, PCF messages
start to flow to the sub0012016
subscription is deleted, messages stop 001 2016

001 2016
001 2016
001 2016
001 2016

Tid Date

Time

-04-
-04-
-04-
-04-
-04-
-04-

14 09:56:53
14 09:56:53
14 09:56:53
14 09:56:53
14 09:56:53
14 09:56:53

Operation

MQXF_CONNX
MQXF_OPEN
MQXF_PUT
MQXF_PUT
MQXF_CLOSE
MQXF_DISC

CompCode

MQCC_OK
MQCC_OK
MQCC_OK
MQCC_OK
MQCC_OK
MQCC_OK

MQRC HObj ( ObjName)

0000
0000 2 (QUEUEL)
0000 2 (QUEUE1)
0000 2 (QUEUE1)
0000 2 (QUEUEL)
0000

Sample provided to demonstrate usage and
format output i great for problem diagnosis



System Monitoring

Charts & X
Familiar statistics available through subscriptions Interval total MQPUT/MQPUT1 count
Queue manager wide statistics (connects, disconnects, opens, . il il
closes, puts, gets, e)
Queue | evel statistics (opens, clos*“’\W\
20 > \_/

0
15:55:17 16:00:17

Time

Extended to include CPU and Disk |2 7= . A__

Queue manager CPU time, memory usage - N -

. : . This capability already underpins the
Disk reads/writes, disk latency, charting in the MQ Appliance WebUI

Subscribe to meta-topic to learn which classes of statistics are
available

$SYS/MQ/INFO/QMGR/QMGR1/Monitor/METADATA/CLASSES
Then subscribe to specific topics
See amgsrua sample program

Or use the data to feed your own dashboard
See github.com/ibm-messaging/mg-golang

(N

mpl e



New MQ Java resource adaptor

°®* . —
: FUSION MIDDLEWARE ?) !
® @ by Red Hat WEBLOGIC SERVER N -

WAS traditional V9 Other application servers

WAS traditional will contain an MQ V9 level New AMS capability for non-IBM JREs
resource adaptor opens up AMS to a wide range of

Previous level was MQ 7.1 application servers with the MQ V9
Bringing with it the JMS 2.0 capabilities resource adaptor

The first time AMS support has been built
into the WAS traditional RA, simplifying its
configuration



/
{

Command recall and editing for runmgsc on Unix! @

When running runmgsc on Unix/Linux platforms you can
now use cursor keys!

Up/down keys for command line recall
Customisable for common editing control sequences

(emacs/vi modes) .
Much easier to fix bad typing 1
Similar to what has always been available on Windows '4_ n
-

With the added capability of command completion
Hit TAB to cycle through and accept possible keywords



IBM MQ V9.0.1 CD
November 2016




Software MQ Web Console

In 2015 the IBM MQ Appliance introduced a

web based admin console. MQ 9.0.1 saw this

across all CD platforms (Linux, z/0S, Windows) D S

Point a browser at the MQ installation to create e e

and manage queue managers and their

resources _
¥ [T T YT

Provides a simple way to access MQ resources ——

| ntroducing new ool g® suc.

+ Inactive

er-connection + Inactive

Will not see the full richness of capability from
MQ Explorer

Targeted at each individual installation, not a
network of MQ systems



First RESTful steps

MQ 9.0.1 introduced initial pieces of the RESTful
administrative interface

The start of a new alternative to MQSC or PCF based
administration

Enables web based administration

Simpler to get going and understand

Intuitive URLs and JSON payloads

Ability to query the MQ installation details and queue
managers

Think dspmqgver and dspmq

Disabled by default, with no security

But remember, this I s cont

E=35 REST API Documentation

Liberty REST APIs
Discover REST APIs available within Liberty

API Discovery : APIs available from the API Discover y feature
default

installation

fibmma/restavi finstallation
fibmmag/restiv ion
m f\hmmq:’fﬁs 1/installation
Bl /ommarrestsinstaliations

th
t

Jibmmayrestiv finstallation/{qmgr}
th

Jibmmg/res

finstName}

1/installation/{gmgr}

qmgr
fibmmgyrestivl fqmgr
/ibmma/restivl fqmgr
B iommosrestiviigmge

$ curl http://localhost:9080/ibmmq/rest/vl/gmgr

{"qmgr": [
{
"gmgrName": "QM901A",
"status": "running"

2

{
"gmgrName": "QM901B",

"status": "endedimmediately"




Sample z/OS Management Facility Workflows

z/OSMF provides services to help customers
rapidly provision/de-provision z/OS middleware

Including MQ, DB2, CICS, IMS, WAS
Workflows can be implemented to automate tasks

Self-service/click of a button

Rapidly stand-up/down MQ resources for
development/test purposes

Help to address future z/OS skills shortage

BM Cl oud

Updated for nl
or z/ OSo

Management f

Service Template Provider Service Provider
(sample z;OSMF workflows) (System Programmer]

Customise
IEM ﬂ% >
Service
, On-Premise, Private
Service Cululog A ish Dev.Test zCloud

Consumer

Service
Portals

(X _“'m REST AP C

{[one-click provisioning)

“ — E REST API

Service
Consumer

Cloud

Provider



Advanced Message Security T even better on z/OS

Further performance enhancements to the
Confidentiality profile on z/OS

AMS Confidentiality reaches CPU cost parity
with moving messages across a TLS channel

Acceptable cost for encryption at rest

1000
900
800
700
600
500
400
300
200
100

0

CPU Microseconds / transaction

Compare Message Protection options - Transaction cost at 1 channel pair

V900 - 32KB Messages in Request/Reply workload over MQ channels

W Baseline

B SSLRKEYC(1M)
SSLRKEYC(10M)

m SSLRKEYC(0)

®m Confidential (key reuse = 32)

MQ for z/OS 9.0.0

MQ for z/OS 9.0.1




